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基于深度学习的往复式压缩机振动信号故障诊断方法
优化

史粲若
塔里木油田塔中采油气管理区 新疆 塔里木 223299

摘� 要：文章聚焦基于深度学习的往复式压缩机振动信号故障诊断方法优化。阐述了往复式压缩机振动信号故障

诊断的必要性，分析了传统诊断方法与深度学习方法的应用现状及工程应用挑战。提出数据预处理、模型结构与训练

策略的优化方法，并通过实验验证。实验表明，优化后的模型在准确率、泛化能力等方面表现优异，能有效满足工业

现场实时监测需求，为往复式压缩机故障诊断提供新思路。

关键词：往复式压缩机；振动信号；深度学习；故障诊断方法优化

引言

往复式压缩机在工业生产中地位关键，其运行状态

关乎生产流程的稳定与安全。准确及时的故障诊断至关

重要，而基于振动信号的故障诊断是重要手段。传统

诊断方法在复杂工况下存在局限性，深度学习虽带来革

新，但在工业应用中仍面临挑战。因此，对基于深度学

习的往复式压缩机振动信号故障诊断方法进行优化，提

高诊断准确性与可靠性，具有重要的现实意义，有助于

保障设备安全运行，提升生产效率。

1 往复式压缩机振动信号故障诊断方法的必要性

往复式压缩机作为工业生产中的关键设备，在石油

炼化、天然气输送、制冷等诸多领域发挥着不可替代的

作用。其运行状态直接关系到整个生产流程的稳定性与

安全性，对往复式压缩机进行准确、及时的故障诊断具

有至关重要的意义，而基于振动信号的故障诊断方法更

是其中的重要环节。从设备安全运行角度来看，往复式

压缩机内部结构复杂，包含众多运动部件，如活塞、连

杆、曲轴等。在长期运行过程中，这些部件会因磨损、

疲劳、腐蚀等因素出现故障。若不能及时发现和处理，

故障会进一步恶化，导致设备损坏甚至引发严重的安全

事故。振动信号包含了压缩机运行过程中各部件的运动

状态和相互作用信息，通过对振动信号的分析，可以捕

捉到设备早期故障的特征，提前发出预警，避免事故的

发生。在生产效率方面，往复式压缩机的故障会导致生

产中断，影响生产进度和产量。及时的故障诊断能够快

速定位故障原因，缩短维修时间，减少停机损失。基于

振动信号的故障诊断方法具有非接触、实时性强的特

点，在设备运行过程中进行在线监测，及时发现潜在的

故障隐患，合理安排维修计划，提高设备的可用性和生

产效率。从经济效益角度考虑，有效的故障诊断可以降

低维修成本。传统的定期维修方式往往存在过度维修或

维修不足的问题，造成资源浪费。而基于振动信号的故

障诊断方法能够实现按需维修，根据设备的实际运行状

态进行精准维修，减少不必要的维修费用和备件更换成

本，提高企业的经济效益。

2 往复式压缩机振动信号故障诊断现状

2.1  传统诊断方法技术现
状传统故障诊断技术在往复式压缩机振动信号分析

中已形成成熟体系，但在复杂工况下暴露出明显局限

性。时域分析通过计算振动信号的均值、方差、峰值等

统计参量实现状态评估，如通过均方根值监测设备运行

平稳性，但该类特征对早期故障的敏感性不足，难以捕

捉微弱异常。频域分析借助傅里叶变换将时域信号映射

至频域，通过分析频谱能量分布识别故障特征频率，例

如气阀泄漏故障在频谱中表现为低频段能量异常，但对

具有非平稳特性的振动信号处理效果有限，无法反映故

障特征的时变规律。时频分析方法通过构建时间-频率二
维分布实现非平稳信号处理。短时傅里叶变换通过滑动

窗口实现局部频谱分析，然而窗口函数的固定性导致时

频分辨率矛盾；小波变换凭借多分辨率分析能力，在轴

承故障诊断中展现优势，但基函数类型选择与分解层数

确定高度依赖经验，计算复杂度制约实时诊断应用。这

些方法在面对复合故障时，难以有效分离耦合特征，且

人工特征提取过程存在主观性，难以适应工业现场的多

样化需求[1]。

2.2  深度学习方法应用现状
（1）深度学习驱动故障诊断模式革新，实现从“人

工特征提取与分类器组合”到“端到端”智能诊断的跨
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越。卷积神经网络（CNN）凭借局部感受野和权值共享
机制，可有效提取振动信号时频域局部特征，如采用一

维CNN解析活塞磨损故障的高频冲击特性；长短时记忆
网络（LSTM）通过门控结构克服循环神经网络梯度消
失问题，对压缩机启停阶段的非平稳振动序列具有良好

建模能力。注意力机制与CNN-LSTM的融合架构，增强
了关键故障特征的捕捉效能，在气阀故障诊断中识别精

度可达95%以上。（2）迁移学习技术为跨工况故障诊
断提供新路径，通过预训练模型适应不同设备振动特性

差异。（3）然而，深度学习在工业应用中仍面临多重
挑战：原始振动信号易受环境噪声干扰，未经优化的预

处理流程显著降低模型训练效率；故障样本采集成本高

昂，小样本场景下模型过拟合风险加剧；模型架构设计

缺乏系统性理论支撑，超参数优化依赖经验试错，导致

对新型故障模式的适应性不足。

2.3  工程应用面临的现实挑战
当前故障诊断技术在工业现场应用中面临多重制

约。数据层面，传感器安装位置与采样频率影响信号质

量，非同步采样导致频谱泄漏，强电磁干扰引发信号畸

变，而设备正常运行数据与故障数据的不均衡分布（正

常样本占比超80%）加剧了模型诊断偏差。模型层面，深
度神经网络的黑箱特性使得故障特征可解释性不足，难

以满足工业安全规范对诊断结果溯源的要求；边缘计算

设备的算力限制与深度学习模型的高计算复杂度形成矛

盾，制约实时诊断系统的部署。工况动态变化对诊断模

型鲁棒性提出严峻考验。压缩机负荷波动导致振动信号

时频特征漂移，传统基于固定阈值的诊断策略失效；多

故障耦合时，振动信号特征交互叠加，现有模型难以准

确区分故障类型。设备健康状态评估缺乏统一标准，不

同企业的故障定义与严重程度划分存在差异，导致诊断

模型的跨场景适应性不足，阻碍技术的规模化推广。

3 深度学习的往复式压缩机振动信号故障诊断方法

优化策略

3.1  数据预处理优化
（1）原始振动信号在采集阶段易受环境电磁干扰与

传感器固有噪声影响，导致信号中包含大量冗余信息和噪

声，这些干扰因素会显著阻碍深度学习模型对故障特征的

有效学习。小波阈值去噪技术基于多分辨率分析原理，

在时频域内对信号进行精细处理。通过合理选择小波基

函数，可将振动信号分解至不同频率子带，对高频系数

设置阈值进行筛选，既能有效去除高频噪声，又能完整

保留活塞磨损等故障产生的关键特征信号。（2）归一化
处理通过线性变换将信号幅值映射至指定区间（如[-1,1]

或[0,1]），能够消除不同信号间的幅值差异，降低数据尺
度效应对模型训练的影响，进而提升模型训练的收敛速

度与稳定性。实际应用时，可依据数据分布特性，灵活

选用最小-最大归一化或Z-score归一化方法。（3）针对训
练样本不足的问题，数据增强技术发挥着关键作用。除

采用随机裁剪、添加高斯噪声等常规手段外，还可通过

时频域变换实现数据扩充，对信号进行短时傅里叶变换

后，在时频图上实施旋转、缩放操作，再经逆变换转换

回时域，生成具有不同时频特征的新样本[2]。

3.2  模型结构优化
往复式压缩机振动信号兼具局部特征与复杂时序特

征，单一模型难以全面提取有效信息。融合CNN与LSTM
的混合模型架构，可充分发挥两者优势。CNN部分采用
多层卷积层与池化层级联结构，通过不同尺寸的卷积核

（如3×1、5×1）提取信号多尺度局部特征。例如，小尺
寸卷积核聚焦于捕捉信号的高频细节特征，大尺寸卷积

核则用于提取低频趋势特征，实现对活塞异常、气阀故

障等不同类型故障特征的有效提取。池化层通过下采样

操作，在保留关键特征的同时降低数据维度，减少计算

量。LSTM部分接收CNN提取的特征序列，通过门控机制
（输入门、遗忘门、输出门）对序列信息进行选择性记

忆与遗忘，能够有效捕捉振动信号的长短期时序依赖关

系，适用于分析压缩机启停过程、负载变化等工况下的

非平稳信号。引入注意力机制进一步提升模型性能。自

注意力机制通过计算特征向量间的相似性权重，使模型

能够自适应地关注对故障诊断起关键作用的特征与时序

信息。如处理多故障耦合信号时，模型可自动增强对主

导故障特征的权重，抑制次要或干扰信息，从而更准确

地识别故障类型与严重程度，显著提高诊断准确率。

3.3  训练策略优化
（1）深度学习模型的训练效率与收敛稳定性在很大

程度上受制于训练策略的选择，Adam算法融合自适应
梯度算法（AdaGrad）与均方根传播算法（RMSProp）
特性，通过对梯度一阶矩和二阶矩的动态估计，实现学

习率的自适应调整。在训练初始阶段，较高的学习率可

加速模型参数更新；随着训练进程推进，学习率自动衰

减，既能规避参数更新幅度过大，又能防止模型陷入局

部最优解。（2）早停策略通过持续监测验证集损失函
数变化趋势，当验证损失不再降低或呈现上升态势时，

即刻终止训练进程，以此有效规避训练集上的过拟合现

象。该策略不仅节约计算资源，还能保障模型在测试集

上维持良好的泛化性能。（3）批量归一化技术对神经网
络各层输入进行标准化处理，通过校正输入数据分布，
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缓解内部协变量偏移问题。这一操作增强了模型对输入

数据波动的鲁棒性，降低网络对参数初始化的依赖，进

而支持更大学习率的应用，加速模型收敛。批量归一化

具备的正则化效应，可提升模型在多元工况下的泛化能

力，增强其在工业故障诊断场景中的实用性[3]。

4 实验验证与分析

4.1  实验数据
实验数据源自某工业企业连续运行的往复式压缩机

监测系统，采用高精度加速度传感器采集振动信号。采

样频率设定为12.8kHz，满足奈奎斯特采样定理对压缩机
故障特征频率的捕捉需求。数据集覆盖正常工况、活塞

磨损、气阀泄漏、曲轴不对中、连杆松动等8种运行状
态，共计获取12,000组信号样本，其中正常状态样本占
比35%，各故障类型样本按实际故障发生概率分布。数
据预处理阶段，采用分层抽样策略将数据集按7:1:2比例
划分为训练集（8,400组）、验证集（1,200组）和测试
集（2,400组），确保各子集的故障类别分布与总体保持
一致。对原始信号进行长度标准化处理，统一截取包含

1024个采样点的信号片段，消除信号时长差异对模型训
练的影响。利用傅里叶变换生成对应的频域数据，构建

时频融合特征矩阵，为模型训练提供多模态信息。为评

估模型泛化能力，从不同运行时段、不同负载工况（轻

载、额定负载、过载）下采集数据，其中包含因环境温

度变化、润滑油黏度波动导致的信号特征漂移样本。

4.2  实验结果
（1）本次探究对基础CNN-LSTM模型、融合注意力

机制的改进深度学习模型，以及支持向量机（SVM）、
随机森林（RF）等传统方法开展对比实验，以准确率、
召回率、F1值和AUC作为评估指标，并通过10次重复实
验取均值以降低随机误差。（2）实验数据表明，原始
CNN-LSTM模型在测试集的平均准确率为89.3%，对活
塞磨损、气阀泄漏等常见故障诊断效果良好，但在连杆

松动（识别率78.6%）和复合故障（识别率65.2%）诊断
中存在较高误判率。经注意力机制优化及数据预处理改

进后，新型模型整体准确率提升至96.7%，F1值从0.87
跃升至0.95，尤其在曲轴不对中这类低频特征主导的故
障诊断上，识别率从82.1%提升至94.3%。相比之下，传
统SVM模型经特征工程优化后准确率达83.2%，但处理
非平稳信号能力有限；RF算法在单一故障场景下准确率
为86.5%，多故障耦合时骤降至58.7%。ROC曲线分析显
示，改进模型AUC值达0.982，明显优于SVM（0.815）
和RF（0.843）。（3）泛化能力测试中，改进模型对新
工况数据仍保持92.4%的诊断准确率，而传统方法下降至
71.6%。优化后的模型通过结构调整将单样本诊断时间缩
短至128ms，兼顾诊断性能与计算效率，有效满足工业现
场实时监测需求[4]。

结束语

通过对基于深度学习的往复式压缩机振动信号故障

诊断方法进行优化，在数据预处理、模型结构与训练策

略等方面取得显著成效。实验结果表明，优化后的模型

在诊断准确率、泛化能力等方面均优于传统方法，且能

满足工业现场实时监测需求。未来，进一步探索更先进

的深度学习算法与优化策略，结合多源信息融合技术，

提高故障诊断的智能化水平，为往复式压缩机的安全稳

定运行提供更有力的保障。
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