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Abstract: Predicting fund purchase amounts is a significant challenge for economists and statisticians. 
Accurate predictions can lead to favourable outcomes for both companies and individuals. This paper proposes 
an ARIMA model to extract insights from the data and provide a method for forecasting fund purchase amounts 
over the coming days. We begin by examining the characteristics and structure of the dataset, calculating 
various statistical indices. Subsequently, we implement data transformation strategies to address outliers 
and missing values. Using R software, we analyse the data and develop several candidate ARIMA models. 
The most suitable model is selected based on the Autocorrelation Function (ACF), Partial Autocorrelation 
Function (PACF), and the Akaike Information Criterion (AIC). Finally, we evaluate the chosen model using 
Mean Squared Error (MSE) and various residual analysis plots. The residuals from our model indicate strong 
performance in predicting fund purchase amounts.
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1. Introduction

Fund purchase amount prediction is a widely 
chal lenging problem for  s ta t i s t ics  and 
statisticians. The fund purchase amount refers 

to the total amount of funds that investors need to 
pay when purchasing a fund, that is, the amount of 
funds that investors decide to invest in the fund. 
The purchase amount of a fund directly reflects the 
investor's investment willingness, risk tolerance, 
and financial condition, and is one of the important 
decisions in the fund investment process. Predicting 
the amount of fund purchases is of great significance to 

investors. It not only helps guide investment decisions 
and optimize asset allocation, but also helps investors 
reduce investment risks, increase risk awareness, and 
ultimately enhance long-term return potential. Many 
economists and statisticians put forward a plenty of 
methods to deal this problem, and which is also a 
hot topic in this era.  The capital asset pricing model 
(CAPM) can be used to predict the purchase amount 
of funds by treating the fund as an asset and estimating 
its expected return rate, thereby inferring investors' 
purchase intention and amount[1]. In the prediction 
of fund purchase amount using regression analysis 
models, factors that affect purchase amount (such as 
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market index, investor sentiment, etc.) can be used as 
independent variables, and purchase amount can be 
used as the dependent variable for regression analysis. 
Machine learning models can use neural network 
models to learn historical data, market data, investor 
behaviour data, and predict future purchase amounts in 
fund purchase amount prediction[2]. The random walk 
model can be used to estimate future purchase amounts 
in predicting highly random and difficult to predict 
fund purchase amounts[3]. However, achieving precise 
predictions and establishing confidence intervals for 
fund purchase amounts remain significant challenges.

Numerous studies have been conducted to predict 
fund purchase amounts using various time series 
prediction algorithms, including Neural Networks, 
statistical models, and Autoregressive Integrated 
Moving Average (ARIMA) models[4,5]. One proposed 
approach involves combining ARIMA with Generalized 
Autoregressive Conditional Heteroscedasticity 
(ARIMA-GARCH) for short-term time series that 
exhibit stationary characteristics. However, this 
approach did not demonstrate significant improvements 
over the standard ARIMA model[6,7].

Time series analysis is widely employed for a variety 
of purposes, including forecasting, event detection, and 
decision-making. Notably, time series forecasting is 
regarded as a critical research area within econometrics 
and operations research[8]. A key factor influencing the 
outcomes of time series forecasting is the time horizon 
(or lag), which captures patterns within the series and 
dictates its autocorrelation with itself[9]. Additionally, 
the trend component is an important consideration, as it 
reflects whether the time series displays low, medium, 
or high frequencies[10,11].

Numerous s ta t is t ical  techniques  have been 
devised for predicting time series data, with the 
cornerstone being Box and Jenkins' Autoregressive 
Integrated Moving Average (ARIMA) model[7,12]. 
ARIMA has been employed across diverse domains 
to construct forecasting models, including  Guha 
and Bandyopadhyay’s prediction of gold price[13], 
and Fan’s forecast of monetary fund. To achieve 
acceptable accuracy, ARIMA necessitates training on 
large datasets; otherwise, predictive accuracy may 
be unacceptably low. The preponderance of research 
found in the literature focuses on large-scale time 
series analysis, where abundant data enhances the 

model learning process, thereby improving forecasting 
outcomes[14]. Consequently, traditional forecasting 
methodologies consider small-scale data unsuitable 
for modelling[5,15]. Moreover, time series forecasting 
models often assume stationarity, meaning that the 
standard deviation and mean remain constant over 
time[16]. In other words, the data does not exhibit 
seasonal patterns. Our hypothesis is that analyzing non-
stationary short-term time series data with the ARIMA 
model is valuable, as it effectively transforms non-
stationary series into stationary ones by determining 
the necessary number of differencing operations (e.g., d 
= 0,1,2,…) to achieve a stationary sequence. The fund 
purchase amount data exhibits short-term increasing 
and decreasing trends, along with several prominent 
peaks. Therefore, we should apply differencing 
techniques to convert the data into a stationary format.

This paper investigates and analyses a time series 
dataset comprising 448 observations from  2021-1-4 to 
2022-11-9. We pre-process and prepare the dataset for 
modelling by employing the "3-sigma rule" to remove 
13 outliers. Linear interpolation is utilized to fill in the 
missing values, and the data is scaled using Student’s 
transformation. Next, we use R software to build the 
ARIMA model and estimate the unknown parameters. 
For the model selection procedure, we employ ACF and 
PACF charts to determine the appropriate orders for the 
ARIMA model. Additionally, we adopt an automated 
procedure from the forecast package. Finally, we 
evaluate the selected model using Mean Squared Error 
(MSE) and conduct several residual analysis plots.

The organization of the subsequent sections of 
this paper is outlined as follows. Initially, a concise 
explanation of the methodologies are provided in 
Section 2. This is followed by Section 3, which 
describes and analyses the data. Section 4 focuses on 
the analysis and identification of the model, including a 
comparison and determination of the model parameters. 
Finally, the paper concludes with a comprehensive 
summary in Section 5.

2.	Methodology
In this paper, we utilize the ARIMA model for the 
task of prediction, as the fund purchase amount 
represents a financial time series, and ARIMA is a 
classical statistical tool for modeling such series. 
This model is grounded in robust mathematical and 
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statistical theories that facilitate the generation of 
prediction intervals. The ARIMA model consists of 
three components: Autoregression (AR), differencing 
(I), and Moving Average (MA). We denote the model 
as ARIMA(p, d, q), where these three parameters 
represent autoregression order, differencing order, 
and the moving average window size, respectively. To 
specify these parameters, we first apply one or more 
lag-1 differencing operations to account for trends or 
seasonal differences, followed by fitting the ARIMA 
model to the resulting sequences. We use Equation (1) 
to determine the ARMA(p, q) components:

  (1)
These parameters can be calculated using a 

typical method that involves visual inspection of the 
time series to identify trends, as well as examining 
correlation and partial correlation plots. A challenge in 
implementing the model on non-normally distributed 
data is that the value of the dependent fund purchase 
amount at time t is influenced by past purchase 
values; thus, neglecting lags can adversely affect 
the estimation of the standard error of the estimated 

coefficients. Common information criteria such as 
AIC and BIC can also be employed to determine the 
unknown parameters and select the best-fitting model 
among various candidates. The best model is as simple 
as possible and minimizes certain criteria, namely 
AIC, BIC,variance and maximum likelihood[17,18,19]. 
Additionally, a straightforward approach to this task 
is to utilize computer programs, such as auto.arima 
from the forecast package in R and the Econometrics 
Toolbox in MATLAB.

3.	Data	description
To study the prediction of fund purchase amounts, 
we analyse a dataset containing fund purchase prices. 
This time series, recorded from January 4, 2021, 
to November 9, 2022, consists of 448 data points, 
which can be downloaded from the Alibaba website. 
The mean of the dataset is 0.4595, and the standard 
error is 0.6481. There are 227 missing values in 
the dataset. After filling these missing values using 
linear interpolation, we obtain a total of 675 data 
points. The data exhibits a clear trend, as illustrated 
in Figure 1.

Figure 1. The points plot of a fund product.

From Figure 1, it is evident that there is a significant 
upward trend followed by a decline in the middle of 
the time series. Therefore, before constructing the 

ARIMA model, we should eliminate this trend through 
a differencing operation. The result after differencing is 
illustrated in Figure 2.
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Figure 2. The time series after the differencing operation.

The new time series, as shown in Figure 2, oscillates 
around zero, indicating that there is no apparent trend 
in the plot. To ensure scientific rigor, we will conduct 
several statistical tests, including the QQ plot test, 
Ljung-Box test, and ADF test, to determine whether the 
differenced data behaves like white noise.

From Figure 3, it is observed that to achieve the 
same probability, the sample quantiles are lower than 

those of the theoretical normal distribution in the left 
tail. In contrast, the sample quantiles are larger than 
those of the theoretical normal distribution for the same 
probabilities in the right tail. This indicates that the 
empirical distribution exhibits characteristics of a sharp 
peak and heavy tail while maintaining a symmetric 
shape. The results of the Ljung-Box test are presented 
in Table	1.

Figure 3. The normal QQ plot.
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Table	1. The results of Ljung-Box test.

Lags 2 4 6
χ2 67.991 68.439 80.797

p-value 1.77×10-15 4.852×10-14 2.442×10-15

From Table	1, we observe that all p-values are less 
than 0.05. Therefore, we conclude that there is a strong 
relationship among the data points, indicating that this 
series is not white noise. The ADF test is employed to 
assess whether the differenced series is stationary. We 
utilize the adf.test function from the tseries package 
in R. The Dickey-Fuller statistic is -12.097 with 
a lag order of 8, and the corresponding p-value is 

0.01. Consequently, we reject the null hypothesis and 
conclude that the differenced series is stationary.

4.	Model	building
4.1	Identification	of	model
Generally, the parameters p and q in ARMA(p, q) is 
determined by the ACF and PACF plots. Now, the 
results are shown in Figure 4.

Figure 4. The ACF and PACF plots.

It is evident that neither of the two plots exhibits 
the phenomenon of truncation, indicating that a single 
AR(p) or MA(q) model is not appropriate for this 
series. From PACF, we guest the proper p is less than 
5. Similarly,  we suggest the proper q is than 3 from 
ACF. Then, we can try many candidate models such 

as: ARMA(1, 1), ARMA(2, 1), … , ARMA(5, 1), 
ARMA(1, 2), ARMA(2, 2), …, ARMA(5, 2), … , 
ARMA(6, 3) . In this paper, we utilize the AIC criterion 
to pick up the best working model among these 
candidate models.

Table	2. The AIC and BIC scores of candidate models.

Model ARIMA(1, 1, 1) ARIMA(2, 1, 1) ARIMA(3, 1, 1) ARIMA(4, 1, 1) ARIMA(5, 1, 1)
AIC 44.722 46.700 48.509 50.120 51.339

Model ARIMA(1, 1, 2) ARIMA(2, 1, 2) ARIMA(3, 1, 2) ARIMA(4, 1, 2) ARIMA(5, 1, 2)
AIC 46.698 48.372 49.901 51.787 53.786

Model ARIMA(1, 1, 3) ARIMA(2, 1, 3) ARIMA(3, 1, 3) ARIMA(4, 1, 3) ARIMA(5, 1, 3)
AIC 48.598 49.959 50.100 53.784 48.374

After calculating the AIC scores of all candidate 
models, we can pick up the best model as ARIMA       
(1, 1, 1) with a smallest AIC score. To very our 

choice, we also use the function auto.arima from 
forecast package in R to find a good working model 
automatically. The result of this function tells 
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ARIMA(1, 1, 1) is the best one when p ≤ 6 and q ≤ 4. 
Calculating again, we obtain the parameter estimates of 

model ARIMA(1, 1, 1):

Table	3. The parameter estimates of ARIMA(1, 1, 1).
Parameter ϕ1 θ1

Estimate 0.3746 -0.8236
Standard Error 0.0555 0.0343

Hence, as shown in Table	3, we can write the best 
candidate model as:

  (2)

  (3)

4.2	Prediction
After selecting the best candidate model, we can 

predict the fund purchase amounts for the upcoming 
time points using the ARIMA(1, 1, 1) model. 
However, a point estimate alone is insufficient for 
making informed economic decisions. Therefore, we 
also consider interval predictions at a significance 
level of 0.05. The results of these predictions are 
presented in Table	4.

Table	4. The results of prediction.

Time 2022-11-10 2022-11-11 2022-11-12 2022-11-13 2022-11-14
Prediction 0.0422 0.0419 0.0418 0.0418 0.0418

Prediction Interval [0, 0.5315] [0, 0.6006] [0, 0.6310] [0, 0.6514] [0, 0.6684]

4.3	Evaluation
In this section, we aim to evaluate the performance of 
the ARIMA(1, 1, 1) model from several perspectives. 
First, the fit for historical data is illustrated in Figure 
5(a), while the prediction performance is depicted 
in Figure 5(b). In this figure, the blue solid line 

represents the fitted values for the historical data, and 
the red solid line denotes the forecast for the next five 
days. Additionally, the two red dotted lines indicate the 
upper and lower bounds of the prediction interval at a 
significance level of 0.05.

(a). The performance of fitness.
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(b). The performance of prediction.

Figure 5. The fitness and prediction interval of ARIMA(1,1,1).

Next, to evaluate the performance of the working 
model, Mean Absolute Error (MAE) and Mean 
Absolute Percentage Error (MAPE) are two widely 
used indicators. It is an empirical rule that a good 
prediction is expected if the fit for historical data is also 
satisfactory. Specifically, MAE and MAPE are defined 
as follows:

  (4)

  (5)

The results of MAE and MAPE for the top three 

models of Table	2 are shown in Table	5, from which 
the picked model owns smallest MAPE 37.62% and the 
penultimate MAE 0.1226. 

Table	5. Measure accuracy errors.

Model ARIMA(1, 1, 1) ARIMA(1, 1, 2) ARIMA(5, 1, 3)
MAE 0.1226 0.1227 0.1221

MAPE 37.62% 37.62% 37.88%

Table	6. The Ljung-Box test for residuals.

Lags 2 4 6
χ2 0.0052 0.3890 7.995

p-value 0.9974 0.9834 0.2385

Figure 6. The histogram of residuals.
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Residual analysis is a crucial tool for determining 
whether there is still information within the data 
that can be further explored. The histogram of the 
residuals is illustrated in Figure 6, where we observe 
a clear central tendency towards zero, resembling 
the bell curve of a normal distribution. Additionally, 
we perform the Ljung-Box test on the residuals, with 
the results presented in Table	6. Compared to Table	
1, the results in Table	6 indicate that all tests are not 
significant, as the p-values are less than 0.05. This 
suggests that there is no mutual effect among the series 
after modelling. Finally, we also conduct the ADF test 
on these residuals, yielding a Dickey-Fuller statistic 
of -7.8527 with a lag order of 8, and a corresponding 
p-value of 0.01. Therefore, we reject the null hypothesis 
and conclude that the series after differencing is 
stationary, indicating that there is no need to investigate 
other potential trends within the series.

5.	Conclusion
This paper addresses the issue of predicting fund 
purchase amounts by employing the ARIMA model to 
extract information from the time series and provide 
interval predictions for the upcoming days. Various 
data preparation strategies are utilized to handle outliers 
and missing values. Additionally, we use R software to 
analyze and construct the ARIMA model. Specifically, 
we evaluate the selected model using Mean Absolute 
Error (MAE), Mean Absolute Percentage Error 
(MAPE), and other residual analyses, which indicate 
that the ARIMA(1, 1, 1) model demonstrates a good 
fit for the historical data and offers reasonable interval 
predictions.

In the future, we plan to extend our analysis of fund 
purchase amounts by developing models that account 
for change points and the interactive influences among 
other fund purchase series, such as GARCH, VAR, 
and other more complex models. Regarding interval 
prediction, we aim to explore the conformal prediction 
method, which does not rely on assumptions about the 
working model.
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